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The Folklore is replete with stories of “Be— graphs as formal objects it is helpful to keep in mind
curs ” protection syst~~s being compromised in a the following informa l semantics: A vertex corres—
trer of hours. This is quite astounding since one is ponds to a “user”, r — “read” , w — “write”, c — “call”.

sot Likely to claim that a system is secure without If there is a directed arc from x to y with label r
•ome sort of proof to support the claim. In practice. (respectively w,c), then x can read y (respectively
proof is not provided and one reason for this is clear : write, call). We interpret this to mean that not only
although the protection primitives are apparently can x read the program and data of y but also
quite simple, they may potentially interact in cx— that x can read the security intormation of y. (See
tremely complex ways. Vague and informal arguments, a discussion of these issues in Section III.) For
therefore, often overlook subtleties that an adversary example, in the graph
can exploit. Preci~ioa is not merely desirable for
protection systems, it is mandatory . 

~ ~
Accordingly, this paper is devoted to the

analysis of a specific protection system of both theo— r

retical interest and practical interest. Theoretical—
ly, these problems are graph theoretic in flavor and
they can be reasonably be viewed as generalizations of
“transitive closure”. Roughly these protection ques-
tions can be modeled as: x can write y, x can read z, but y cannot write a

since this edge is missing. More formally, a p ro tec—
G~uen: A directed labeled graph C and a set of tion gr aph is a finite , directed graph with each arc

rewriting rules IL labeled by a nonempty subset of {r ,v,c}. We interpret

- the case where an arc is labeled with other than a
Determ ine : Whether or not there is a sequence single element to mean that multiple “rights ” are

of graphs C1, C2, ..., C auch that C — C1, C has allowed .
property X, and G~~,1 follows from C1 by some rule in R.

This protection model , called the take and
Rere the C4 represent the protection state and property gran t Bystem, is now completed by presenting five
Z encodes that there is a protection violation in C0. rewriting rules.
Our goal then is to show that it is impossible to
reach much a G~, i.e. that a protection violation is 1. Take: Let x, y, ~.nd a be three distinc t
impossible, vertices in a protection graph and let there be an arc

from x to y with label y such that r e y and an arc
Property X is frequently stated as from y to z with sovie label a E {r,w,c}. Then the

take rule allows one to add the arc from x to a with
X: there is an edge from vertex p to q with label a yielding a new graph C’. Intuitively x Cakes

label a. the ability to do a to a from y, We will represent*
• this rule by

For these properties our protection questions do indeed
look very much like transitive closure questions. In—

• deed if the rules R only allowed the addition of edges, a
• then these problems would be easily solved by known

methods. They are not so simple. The rules of inter— r a r a
sit to those in protection , and the particular rules • • is
we will study, allow new vertices to be added . This x y a x y a
Simple change of allowing graphs to “grow new vertices”
make these problems challenging. Indeed the particular
one we will study is no longer even obviously 2. Grant: Let x , y and a be distinct vertices
dectdsble, in a protection graph C and let there be an arc from x

to y with label y such that w e  y and an arc from x to
Let us now make the above concrete by intro— z with label a E {r,w,c}. Then the grant rule allows

ducing the particular protection system we will study. one to add an arc from y to z with label a yielding
We consider directed graphs whose arcs are labeled with a new graph C’. Intuitively x gran ts y the ability to
an r or a w or a c. While we will manipulate these do a to z. In our representation grant is given by:

f This work was supported in part by NSF under * Here and in later diagramna we abuse notation by
DcR— 7s.07251. writing an expl ic i t  r igh t  as arc label (x •—.. y) to

mean the arc label contains that right (i.e.,
t t  This work was supported in part by the Office of x C ~—.S such that r v ) .  We also omit the braces
Nava l Research grant  N 0001 4—7 5—C— 07 52 a i d  in part by around sets ,
NSF grant 0CR74—24 193 .
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question: in the graph

x z
& Y Z  
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3. Create: Let x be any vertex in a protection
graph, then create allows one to add a new vertex N is it possible for y to r z? The answer is obviously
and an arc from x to N with label {r ,w,c} yielding a no since there is no r arc from y to z. But we are
new graph C’. Intuitively x creates a new user that really asking: is thtre a sequence of r~ le appii.oa—
it can read , write sad call. In our representation tions that leads to a graph with an r arc from y to a?

More generally, say p ccm a q if there is a series of
rules that leads to a graph with an arc a from p to q.

N Then to state our question more precisely, we ask: is
• • r,w,c ,• it true that y can r z? Clearly, without create, the

answer is no since none of the operations take, grant
or call can apply. The following sequence of appltca—

4. Call.: Let x, y and a be distinct vertices tions of the rules* shows that by using create the
in a protection graph C and let a E {r,w,c} be an arc answer is yes:
from z to y and y an arc from x to a such that a c y.
Then the call rule allows one to add a new vertex N,
an arc from N to y with label a, and an arc from N tà’ X r , t 

Jy cre~ies ~~~ a
a with label r yielding a new graph C’. Intuitively
x is callin (: a program a and passing parameters y.

read the program a and can a the parameters. In our
The N “process” is created to effect the call: N can r

representation
I I

x a

a /“\ c
* a

~~
y< 

~
s

)z Cs i s

I \~a’s\,/r E
l 

—

N L r,w ,c”~~
I ii

5. Remove: Let a and y be distinct vertices in
a protection graph C with an arc from x to y with
label a. Then the remove rule allows one to remove
the arc from x to y yielding a new graph C’. Intu— a g

17tation ,
itively x removes its rights to y. In our represen— tx grant.

C ’ :
a y 

_ _ _ _ _a a y r~w, c 4
• 1 N

The remove rule is defined mainly for complete—
ness , since protection systems tend to have such a
rule. Moreover, vs expect to study properties of 

takes 

a a

• protection systems other than protection violations ‘ff.~

present remove may be ignored . r
which will use remove in a crucial way. But , for the 

~~~~~~ I~ 
‘
i

The operation of applying one of the rules to
a protection graph C yielding a new ~rotection graph y ~,, N /C’ is written C —‘ C’. As usual G C’ denotes the 5..._. 4.reflex ive, transitive closure. — —.1

An important technical point in this system is
monotone in the sense that if a rule can be applied ,
then adding arcs cannot change this. This property
Is crucial later. (See also f 3 J . )

* In the diagrams, dashed line. are used only as a
Nov that we have seen the rules, let us look visual aid to set off the added arc, of the current

heir behavior. We will start with a simple operation.a t t

~~~~~~~~
- .L: 1~~~~~~~~1

&m 
_________________________________________



Our main theorem is stated in the next section. This a • r implies (r ,c) n B • 0, or
theorem presents a complete answer to the question : is
it true that p can a g? Indeed this theorem leads a • v implies w ( 3, or
easily to a linear time algorithm for answering the
question , a — c implies c e B.

A final word about how this theorem contributes Informally, these conditions will state that p can a
to our understanding of protection. Each user of a q if and only if there ii an undirected path between
protection system needs to know: p and q (condition 1) and some vertex a a’s q (con-

dition 2).
what information of mine can be accessed by others;

The first step is to demonstrate the necessity
what information of others can be accessed by me? of conditions (1) and (2).

The question is vague in general , but hers it is ren— Lemm a  1: Let C be a protection graph with vertices p
dered in the simple question : is it true that p can and q and let a be a label. Then p can a q is true
a qi implies conditions (1) and (2) hold .

The types of protection models studied hers ~~~f: If there ii an arc with label a from p to q in
have received considerable attention recently. Our C then (1) and (2) are satisfied , so suppose there is
approach is related closely to the interesting work no a arc from p to q in C and C1,... ,C is a sequence
of Harrison, Ruzzo, and Ullman [31. They show that such that p can a q. If (1) is not satisfied in Ciwhat can be called the “uniform safety problem” is then it is not satisfied in G~~1 since no ruleundecidable. Interpreted as a graph model, their application connects vertices not already connected.

• result says that given an arbitrary set of rule. If (2) ii not satisfied in C , let C~ be the first(similar in spirit to take , grant, etc.) and an initial graph satisfying (2) and G,_ , ‘—C . If p is taken or
graph, it is undecidable whether or not there viii ever
be an arc from p to q with label a. This is a uniforms granted , the choice of Ci is violated. Create cannot

problem in the sense that the rules are arbitrary . place an incoming arc to q, so p must be call .  But
Even when the rules have to satisfy certain additional regardleis of what a is, p — call violates our choice

constraints the results of [3 1 and the results of 0

Lipton and Snyder ~5J show teat protection is im—
practically complex. To simplify matters later and to clear up an

apparent anomaly in condit ion ( 2 ) ,  we next show that
Our view here is that since the uniform protec— if a user is allowed to call another user then he

tion problem is so difficult and since operating is allowed to reed him as well. It is this fsct that
systems usually require only one fixed set of protec— allowm us to write {r,c) n B a 0 in condition (2)

• tion rules , then the nonuniform problem should be rather than just r e 3.
studied . Aa stated before we choose the take and grant
.ystsm by studying the protection literature. Note Lemmmz 2: In a protection graph C, a —. y implies
that some other nonuniform systems are trivially r ,c
decidable. For example, consider a very simple eye— ~ • ‘S

tea which has as its only rule , transfer, which is
• represented in our graph model as: ~—22L: Apply the following rules:

a C ‘S y 
X

C ~~~~~~~~~~

~ ~
. • 

~ 
a x create

a, v.a
The transfer rule was abstracted from a survey article
on security enforcement (2). The rule says that x

• can give sway any right it currently has. Clearly in N
this system p can a q if and only if there exists m l —  1
t ially an x such that there is an edge f rom a to q
with label a.

II. Basic Results lx call x

l 

C

A. Subject case 
~~~~~ :~• Our objective is to show that thcre are two I

simple conditions that are necessary and sufficient to
determine if vertex p can a vertex q. Let C be a pro— 1 2
tection graph and a c (r ,v,c). Call p and q connected
it there exists a path between p and q independent of
the directionality or labels of the arcs. Define the
predicates:

• - 
£q!~41Ltion 2: p and q are connected in C.

c~~~tio,n 2: there exists a vertex a inC and en arc
fro, a to q with label B such that

I
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*q

- r,w,c
N
1 N2 

-

a Case 3: p • 
C a 

-‘Sq
— .—

X~~~ C~~~~~~~~ . y By lemma 2 this can be written as

~~~~ • c r ,, a

N1 N2 and we can appeal to case 1.

x
Case 4: ~ ~ r a • q

LI

We next prove a key lemma that shows that the ~~ q
directionality and labels along a connected path are
unimportant. Call vertices p and q of a protection r,w.c1graph direo~Zy connected if there is an arc between
them Independent of the directionality . 

N
Lemmm~ 3: Let p. q and a be distinct vertices in a pro—

• tection graph , let th er e be an a r c f rom x to q with
label a and let p and a be direct ly connected . Then
p can a q. 

~ r ~ q
J~~~ake rfr22L: By monotomicley , there are only six distinct Icases. r.w,c~~

, 

‘ r,w,c
Case l: 

N

sq 
Ip take ~ 

1r~~~~ a~~~ q

~~ •
_

~
V ,• a~~~~~~ 

~ 
~~~~ 

v ,, a~~~~4~a p create 
~ *

:r ,v,c
a

4 - 
—~~~

. 
““.N

I, Erent P

~~

V

~~

,
a 

L_eake

r.w
.cj

~~~ .~~~

,__,
t

Case S, ps’ C —‘Sa
_______ V a1~ gran t C’ 

*r w ?:~,~~~/ 
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cam. 6t p ~~ 
C 0 

take ~ ~~~~~~

By l~~ a 3 this can be written as •

~ 
0

Lenymz 5: Let p, q and a be distinct vertices In a
and can apply Case 4. 0 protection graph such that p is directly connected toq and there is an arc from a to q with label v such

that w e  y. Thea p can w q.

~~~ f: We apply the following rule. :We now use 1e~~a 3 to prove three additional
lemmas to be used in the basis of our later induction.

h artz 4: Let p, q and * be distinct vertices in a Sf -
protection graph such that p is directly connected to
q and there is an arc from a to q with label y such i q w xthat (r,c} n y # 0. Then p can a q. 

Create

~~~~~ By lemma 2 we can ass~~e that y — r. Then we fr .w.capply the following rules” :

q • x N
p.  Ci S

create 
a •a 

t~i~ant ~‘ ~ r
I r ,s~c

• N

r q r a 
~~~ ~~~%wIx take /

r,w,c 
ix grant •_

q
l~~~ ~~1

x \

~~~r,w,c
~1,S~c Ir.s~c ’— \ I

~~~~~ ~~~~~~~~~~~ P1

• 

J
~~~/~~w.c By application of lemma 3 (on path p, q, x and

N) we realize- N
• 

~~‘~~~~~~\w

t • 
~• 17 application of lemma 3 (on the path I •\9, q, x, N) we can realize 
r.w,c

I q a * - N

_______ 
\~ 

\~jr.~~eJ
-~~~~
_ _

C.’ p ~—s q represents directly connected , 
0

- I  31
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1- ’~r~2 6: Let p, q and a be dtstittct vertices in a then
protection graph such that p Ia directly connected to
q and there is on arc from a to q with label y ~u~h c
that c y. Then p can C q. 

_______ ~~ *
p takes ’ I ,‘N T‘o

~

: App ly the following rules: 

1r
r ,w~~~ 

t. w.a

- N
1 r , ~13

t .w .a
~~~~~c ~x -

(a create

0
1v N 1 Theorem 1: Let p and q be distinct vertices in a

protection graph and a a label. Conditions (1) and
(2) are necessary and sufficient to imply p can a q.

L P5 C ~~~pj: Lemma 1 demonstrates necessity so we proceed
Ix call by induction to show sufficiency. Let

tr ~r.v,c 
P — 

~~~~~ ~~~~~~~~~~~~ ~~~
. a0 — q be the vertices on •

connected path.

N2 N1 (Basis) For a — 1, there are two possibilities. The
-. * guaranteed by condition (2) either coincides with

a1 — p in which case the sufficiency is Imm ediately
true or else a and xl are distinct. By lemmas 4, 5
and 6, p cana q .

C (Induction) Suppose the theorem is true for a ~ 1Ix grant t and p — a and a is directly connected to a . By
• n+ a a

r Ir ,w•c hypothesis a can a a , and by lemma 3 this implies

_______ 
Xn+l can a q ? 0

N2 N 1 Corollary 2: There is an algorithm for  deciding if
p can a q that operates in linear time in the •ize

• of the protection graph.
By an application of lemma 3 (on q, a, N1) we 

4
realize f~~gJ : To ver i fy  condition (1) apply Tarjan (6).

Verifying condition (2) requires no more time than
scanning the in arcs to vertex q. 0

-• • p q c x An obvious consequence of the constructions of this
section is that it is simple to acquire the right top a given object if it can be acquired .• r.~ c ’ r r,v.c

r,w,c Corol lary 2: If p can a q then there is an algaritl
‘N N to add an arc frompt o q vith label a th.t is linear

1 in the length of the path betwssn p and q.

The consequence of theorem 1 is that we can
precisely state the protection “policy” far our take
grant system:

By a second app lica t ion of lemma 3 (on p, q,
a , N1) we get PoZi”y: If p can initially read (write) (call) q them

• any user in the connected Component containing p and q
can also obtain the right to read (write) (read sad

- call) q. - -
I e p ~~, ~~~~~

The policy is probably less discriminating
than the reader might have expected. This is especial—r t 4 V~~C 17 t rue considering that people usually “believe”

r,w,c these systems to be more dIscriminating. The d ifti—
• 

‘
~~~ culty is that up to now we have , for tschn ic*1 reasons ,

s , — — — abstracted away an important distinction that is
r, w .c usually made for capability based securit y syet~~~ :

the subject—object distinction .

1~~
3$

~ 

~~~~~~



3. ~~~~çct/0bject Security But , if we add an “agent” vertex , t, to the
previous diagram ,

The vertices of our graphs have been thought
of as “users,” i.e. act ive  agents  ca pable of taking

ascrib ed to f il e s .  Hence , it is customary to rec—
and granting. But these p roper tie s  are not usual ly  

r w 
w :~ 

r w r
ognize two kinds of system components: subjects and p
objects- (3 1 In our graph model we can th ink  of

To extend our present model to incorporate

the vertices as being two colored.

objec ts, we def ine a subject—object protection graph t
as a finite , directed graph whose vertices are par—

$
‘ titioned into two sets, subjects and objects , and

whose arcs are labeled with Ir), (w} or {r,w}. ~~ 
p can r q, as the following sequence establishes:

$—O takq g7~ nt system has the following rewriting
~~~~~ where solid vertices represent subjects , open
vertices represent objects and crossed vertices ________

rep resent either subjects or objects.
t grant

a

• & y a a y a
fake: • -. 

a ___________

S r,v

grant: 
~~~~~~~~~~~ 

r> I
’

~~~~

’

~~~~~
a y a a y a

_  

I~~imke
C’reate: • _ > • 

r,w ,~ 
q grant

• x a N

r v  r v

Ag usual • a • y and a must be distinct.

The subject—obj ect protection grap hs do not use
nor is the call operation defined for the S—O

take grant system. We conjecture that this can be
s-ne with little difficulty , but it contributes little S create
to the subsequent (already too complex) development. 5 grant

N
In order to see that the above rules do in fact

• $~traduce * new met of problems, consider the following
•.bj ect_obje ct protection graph:

p

*

IN take
N grant

flot t h a t  if all ver t ices  were subjects , then by N
‘~‘ 

~ . P Can r q. As it Is, p cannot r q (see
‘f ’ m 2 below) even though the v’s on the diamond

~~~h$d*I• how “ inform at ion ” (but not “security
Could move from p to q. The reason

‘ ‘~~~~‘ I n f o r m ~ tj , ~0” cannot be moved around is tha t
S taking and granting to accomplish its

Accordingly, objects may be thought of as

c u d  o bjec t s  are prev ented by the rules fro m
‘ ‘ • progrmm, as we3l as fi les .

up

i

- ~~ ~~~
-
~~~~~ !: ~~~~~~ ~~i±;•~~ ~~~~-
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And now , by a sequence of 3 takes, p can r q. is a path p, xi,..., x.
~
, q with p in one blgck end

in the other such that the word of the path is to E .
The effect of the preceding discussion is that in diagram CC , there is a bridge from p a block to

obJO~ tS c~~•i torn barrjers ’
~ fur security jiifoi-i~itjon i ’s block and a brdige from t ’s block to the q—a

(e.g., in dt.ugratn C) but that in Closely related cases block.
(e-g., diagram C A)  the barrier is ineffective. Thus.
the addition of objects has increased the complexity We are now read y to stats our theorem: -

of these systems . We dedlc -ute the renainder of this
section to establishirg condition s under which p can Theorem 2: Let C be a subject/object protection
a q (or S-U take—grant systems. We only treat the graph. Also let p0. q0 

be subjects with some ed ge
“subject—subject case”, i.e. - when p and q are both from some subject to q

0 
with label a C {r,w). Them

subjects. p0 
can a q

0 if and onl y if

We will now proceed with the analysis of the Condition 3: there exiats a sequence of blocks
SO take grant system. S ,..., B with p in B , q0 in B and for each1 a 0 1

i 1  a—i there is a bridge from to
Let p and q be subjects and let a

(it � 1) be objects such that p directly ~onnec t~~ f~ pj: First suppose that Condition 3 Is true. Then
to x1, x~ directly connected to x

1~ 1, and X.
K 

direc tly 
by lemma 7 there is a sequence of take and gran ts and

connected to q. Then we will say that p, x 1,.. . ,  x.~. 
creates that get p

0 
and q

0 
in the same block. Nov by

q is a path from p to q. With each such path we theorem 1, p
0 
can a q0. We must show that condition

associate a word over the alphabet.
3 is true. Assume that it is not.

+ .- For each pa th p,  a1,..., x.~, q tha t jo ins two{r ,- r, w, w}
blocks use lensna 7 to get p, q direc tly connected.
Let H be the resulting graph. Then io H, p can a qformed by concatenating the edge labels in the order 
and there are no bridges. Moreover , since coadittog) f rom 

~ 
to q (with the obvious interpretation: 3 is false , p

0 
and q

0 
lie in d ifferent blocks. Nowr

~ ‘0 corresponds to and so On.) For example, since p can a q0 this ia a sequence of operations
the path that wi9l cause p

0 
and q to be directly connected;

thus there must be a pla~e where two vertices of

p . r ~~~~~~~~~~~~~~~ r -, q different blocks are made to be directly connected.
• Xl X

2 
a

3 We plan to show that this is impossible.

* 
We first observe that if two vertices of

has the word r w w r aseociated with it. d i f fe ren t  blocks are made direct l y connected at some
point, then there must already ex ist a bridge between

) Let £ be the union of the following regular these blocks. (But not necessarily a bridge in H.)
events: In detail let p, q reside in distinct block, in 14’

+ + + 
(K 1 -  H’) and some operation add an edge from p to q
with label 8. Then if this operation is a take(1) r(r)

(2) r(r)  
• ~~~~~~~~~~~~~~~~~~~~~~~ 

_4•qp
,+ •,++  

-
• —(3) ~r) *v~r) ‘. — ‘

(~~)Ø ~~(
••
)~~ 

- 

(5) ( •• )~ w (*  it follows that p, a, q is a br idge bet ween the blocki .
.1’ a. + On the other hand, if this operation is a grant(6) (r)  w(r ) *

w 
•whe re A ’ — Me. The key idea behind this definit ion

is that  paths with words that lie in E allow their
subjects ( I . e . ,  end points) to “communicate”. More
precisely . 0

Lsmria 7: If p, I , . . . ,  a , q is a path with a word in Then p, q are alread7 in the aen e block which is
E , them there is A aequem~e of take, grant., and impossible Thus we know that there is a sequence of
creates such that p and q are directly connected. operations on H that  creates a b r idge  between two

distinct blocks. Let H’ be such that there is noe Tha key to showing the decidability of the SO such bridge in H’ and H” has one where
take sad gran t system is to . in a sense, obtain a H IT H ’ B” .
conve rse to this lemma. In order to stat. this result

• we need several fur ther  concepts. Nov we need only argue that  H’ must already
have a brdige to complete the proof. Let

~ Let G be a subject object protection graph. p. xi,... • a,~, q be the b ridge in H” . Clearly one of
Then 3 is a blooc of C provided B is a maximal set of Its edges was added by e i ther  a take or grant  (rota B’.
cub jects such that B is connected wi th  respect to the First  assume that it was a t ke. Then (convention:

~~ r e l at i o n :  d i r e c t l y  connected. Notice that in diagra. p — x0, q — z.K+l)
* p and q are in d i f ferent  blocks while q sad a are in
the same block. A bridg. between two distinct blocks

40
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graph with an edge from p to q with label ( - Th. key
to this problem is that while label L can be taken and

________ 

~~ q granted it has no special role(s) as r ,w . and c do.p •—..‘
H ~~~ The label t is simply something that is passed around .

and that is all .  A graph such as
for some vertex y and some label 8. (We have assumed
th e edge goes from x~ to xi+1; the dual case is

similar.) By the definition of path , x1 must equal o V ,~
p, i.e., i — 0. If y is a subject then y ,  a1,..., 

x q

q is already a br idge ; if y is an obj ect then 
shows that our theorem 1 is no longer true.

p , y , xi,..., x.~, q is already a bridge since if

Is is in £ then so is fls. Thus the operation was ~ot Another way to modify our system is to control
a take . It can then only be a grant. Thus, the amount of cooperation necessary to obtain a par-

ticular right. With each rule application the vertex
that is denoted a in our definitions will be called
a conop irator. Thus in

p •— -
~~ 

- - ______ . - . _- q 
~ _!.~~~~~~ , 

q ~ r ~~~ q
V

r create

a 1 
r i
a r,w,c N

for some vertex a and label 8. (We have again
assumed a direction without loss of generality.) Now
a is in the same block as q. For either a 1 — q or

•~ a1~ 1, . . . ,  x~ , q is a bridge: the latter uses the a is a conspirator. Then an interesting question is
can p c~~t a q with at most m conspirators.fact that E is closed umder suffix. Thus x~ ~ p. Now

we claim that p , 
~~~~~~ 

z~ , a is a bridge which is One might then hope to attach some kinds of
likelihoods in a precise way to whether or not a

Impossible: If B — r, then we are using the fact that system is secure.

a. In general there are many other problems to
Sr i in £ implies 6w in E. be studied. All of these problems are in a sense gem —

If B — w, then vs are using the fact th 
eralizat ions of transitive closure. The key and most

at importan t aspect of this generalization is that the
most interesting rules allow ‘ growth” , i.e. the

+ a.
dvi in E implies dv in E. addition of new vertices. It appears that under—

standing the structure of such problems is interesting
Therefore we have reached a contradiction and the beyond its application to the study of protection

theorem is proved. o models.
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